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InformationSolutions in english or german are �ne.
10.1. Problem (10) Better splitters for Sample-SortWe onsider the following proedure to determine a set of p� 1 good splitters. After sortingits np keys a proess selets keys in position i � np2 for i = 0; : : : p � 1 as its sample andsends this sample to proess 1, who then sorts all p2 keys. Then proess 1 omputes the�nal sample S by seleting all keys in positions i � p for i = 1; : : : ; p � 1 and broadastsS = fs1 < s2 < : : : < sp�1g.
Show that at most 2np keys are smaller than s1 (resp. in between sk�1 and sk, or larger thansp�1).
10.2. Problem (10+10) Odd-Even MergeLetm be a power of two. For a sequene x = (x0; : : : ; xm�1) let even(x) = (x0; x2; x4; : : : ; xm�2)and odd(x) = (x1; x3; x5; : : : ; xm�1) be the subsequenes of even- and odd-numbered om-ponents of x.Assume that x and y are sorted sequenes of length m eah. To merge x and y, odd-evenMerge reursively merges- even(x) and odd(y) to obtain the sorted sequene u = (u0; u1; : : : ; um�1) and- odd(x) and even(y) to obtain the sorted sequene v = (v0; v1; : : : ; vm�1).Finally odd-even merge omputes the output sequene w = (w0; : : : ; w2m�1) from u and v asfollows: in parallel for 0 � i � m� 1, if ui � vi then set w2i = ui; w2i+1 = vi and otherwisew2i = vi; w2i+1 = ui.(a) Show with the 0-1 priniple that odd-even merge works orretly.(b) Assume that onseutive intervals of x and y {of length m=2q eah{ are distributed amongq proesses. Show how to implement odd-even merge in omputing time O(mq � log2 2q) andommuniation time O(mq � log2 q).
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